Linear and Nonlinear Reduced-Order Modeling for Hypersonic Panel Flutter
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A common paradigm for the analysis of unsteady hypersonic aeroelasticity is the use of an approximate unsteady aerodynamic theory together with a structural finite element model. Of the available approximate techniques, piston theory approximations are popular for modeling the high-supersonic/low-hypersonic regime of Mach 4 to 7. Introducing the piston theory approximation allows unsteady pressures to be written as a closed-form function of the local displacement and velocity everywhere on a structure’s surface. Once such an approximation is applied to the coupled aerostructural problem, the use of a nonlinear finite element code becomes the major performance bottleneck. Adapting a reduced-order model based on the structure’s normal modes allows efficient evaluation of the structural equations of motion, but the common linear modal approximation omits important geometric nonlinearity effects in the structure. Geometric nonlinearity leads to stiffening at high amplitudes which is necessary for correct prediction of postflutter panel behavior. Nonlinear reduced-order models provide a method to maintain the computational efficiency of the linear modal model while attaining much more accurate results. This paper examines in detail the effect of using various combinations of linear/nonlinear piston theory and structural models to ascertain the importance of nonlinearities in each physical domain. The results confirm that, for classical flutter analysis, neither nonlinear aerodynamics nor nonlinear structural models need be included in the model, as long as both domains are correctly linearized from an initial base state. For meaningful postflutter analysis, a nonlinear structural model must be included along with nonlinear piston theory. Finally, the existence of amplitude-dependent instabilities resulting from nonlinear aerodynamics is observed in an aerothermoelastic test case.

I. Introduction

Hypersonic aircraft present a challenging multidisciplinary design and optimization problem. Operating at high Mach numbers, these vehicles must withstand extreme aerothermal loads while carrying a minimal amount of structural mass. Coupled high-fidelity analysis tools—computational fluid dynamics (CFD) codes working in concert with nonlinear finite element programs—are essential for the robust design of hypersonic aircraft. However, the high computational cost of full-fidelity coupled tools renders them unwieldy for certain applications, particularly fatigue or flutter analysis, which require repeated evaluations of the fluid and structure at small timescales over relatively long time histories. Flutter evaluation at a single point along a flight trajectory may require thousands of function evaluations to numerically integrate the system; a single fatigue evaluation may require millions. To bring the cost of such procedures down to a reasonable level, reduced-fidelity/reduced-order methods are commonly employed.
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Piston theory is often used as an efficient and relatively accurate method to compute unsteady aerodynamic loads at hypersonic Mach numbers [1]. Eckert’s reference enthalpy, commonly used in conjunction with piston theory, provides a semi-empirical method to determine transient heating rates based on the flow conditions and local pressure [2]. Finally, the structural problem can be reduced in size by projecting the structural equations of motion into a reduced set of degrees of freedom based on the normal modes of the structure. Numerous panel flutter studies have been performed by using a Galerkin procedure to analytically project a small set of modes (usually between two and six) onto the appropriate elastic structural model; see, for instance, references [3], [4], and [5]. This technique is theoretically well founded but it is limited in terms of the geometries and material nonlinearities that can be considered, since analytical mode functions are only known for simple structures such as square plates or infinite cylinders. In the context of modern finite element models (FEMs), a more common practice is to use either the linear mass and stiffness matrices or the linear normal modes of the structure, linearized about a particular equilibrium point with the flow, to form linear dynamic equations of motion for flutter analysis.

The use of a linear structural model computed from a FEM, as in references [6], [7], or [8], is convenient but suffers from a critical limitation: the linear approximation to the motion of a thin plate or beam is valid within only a very small neighborhood of the equilibrium. As transverse motions grow larger, the plate must stretch axially—a geometrically nonlinear deformation that is not present in the linearization of the problem. These effects may become prevalent with deflections as low as 50% of the thickness. For an initially flat panel, axial (or “membrane”) stretching has strong stiffening effects, increasing the stiffness and thus the effective natural frequency of the structure at high amplitudes. For initially curved panels, or panels that are thermally buckled, geometric nonlinearity may also induce snap-through behavior—a potentially catastrophic phenomenon that is exacerbated by external aerodynamic loads. Both of these effects must be well understood to enable the design of robust hypersonic aerostructures.

Perhaps the most significant phenomenon which results from consideration of geometric nonlinearity is the occurrence of low-amplitude limit cycle oscillations (LCOs) as opposed to the exponential response growth predicted by linear structural theory. This is a well-known behavior observed experimentally [9], analytically [3], [4], [5], and in practice: The Saturn V forward skirt, for example, exhibited low-amplitude flutter during qualification testing with no deleterious effects observed [10]; the A4 missile (later redesignated the V-2 rocket) suffered from sporadic “airburst” failures which were later attributed to panel flutter [11]; and the X-15 experienced widespread panel flutter during initial qualification flights [12], which was solved through an experimental campaign augmented with analytical results [13]. No in-flight failures resulted from X-15 panel flutter; however, inspection of the affected structure did reveal that cracks had initiated at critical locations along the aircraft skin.

Once a structure enters LCO, failure occurs due to fatigue after some period of time, rather than as an immediate catastrophic rupture. The probabilistic nature of fatigue explains the sporadic A4 failures, and the lack of immediate catastrophic failure allowed the X-15 to operate at a panel flutter condition without sustaining catastrophic damage. If nonlinear structural effects are not considered, then panel flutter must be avoided entirely, closing off portions of the flight or design envelope that may in fact be entirely survivable. At a minimum, detailed knowledge of post-flutter behavior allows designers or mission planners to reduce the margin of safety and operate closer to the flutter boundary than would otherwise be advisable.

To capture LCO behavior, geometric nonlinearity may be included in an analysis by simply integrating the full-order equations of motion for a given FEM. Unfortunately, this process is computationally expensive. To consider the effects of geometric nonlinearity without resorting to evaluation of the full FEM, a nonlinear reduced-order model (NLROM) can be used. Several variants of this concept exist, but the type considered in this paper models the nonlinear restoring force as a polynomial in the modal coordinates [14]. This representation requires an upfront construction cost, but once the NLROM is available, dynamic time integrations can be performed with computational costs not much larger than those for a standard linear reduced-order model (ROM). NLROMs have been applied to numerous forced and random vibration problems with good results [15], [16], but their use in the context of flutter analysis is less widespread.

The primary goal of this paper is to demonstrate the successful application of an NLROM derived from a realistic FEM to model postflutter response. Additional concepts are presented as well: for cases in which a structural NLROM is not available, a linearization procedure for third-order piston theory is shown to provide accurate predictions of the asymptotic flutter boundary, commensurate with those obtained via simulation using the nonlinear model. Direct numerical integration of nonlinear piston theory thus provides no benefit for classical flutter boundary computations. However, a final critical point is also noted: nonlinear piston theory can produce amplitude-dependent instabilities that are not predicted by linearization. Such instabilities do not fit naturally within the framework of either classical flutter analysis or traditional post-critical panel flutter analysis, and present an interesting topic for future study.
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A. Motivation

ATA Engineering (ATA) has developed a comprehensive high-fidelity coupled multiphysics simulation framework through various NASA and Air Force Research Laboratory (AFRL) Small Business Innovation Research (SBIR)/Small Business Technology Transfer (STTR) awards. Initial efforts coupled the LOCI/CHEM CFD solver†† [17] to the Abaqus finite element analysis (FEA) code, using the SIMULIA Co-Simulation Engine‡‡ as an interface, to perform coupled aeroelastic simulations [18]. An aerothermoelastic (ATE) capability followed shortly after, as demonstrated by Blades et al. [19]. More recent efforts have included ablation modeling in the framework [20], and the module will soon be extended to include detailed simulation of composite material behavior [21] and consideration of servo/actuator mechanics.

In conjunction with AFRL, ATA is currently working toward an ATE validation campaign for this multiphysics framework. The primary objective is to validate a flightlike test article within high-temperature hypersonic flow under quasi-static response conditions, i.e., where deformation of the test article occurs over several minutes and significantly alters aeroheating, surface pressure, and the flow-field shock structure. Secondary objectives include predicting and experimentally observing boundaries where the test article will exhibit nonlinear, dynamic response behavior. ATA is responsible for designing an article and test matrix which will fully exercise the ATE code for validation, introduce as little uncertainty as possible into the results, and, if possible, demonstrate bounded instability at achievable flow conditions. The current target facility for this test is located at the Arnold Engineering Development Center (AEDC). The tunnel of interest provides Mach 4 flow at total pressures in the range of 20 to 100 psi (138 to 689 kPa) and total temperatures ranging from 700 to 1,400 °F (640 to 1,030 K) [22].

The test article design is referred to as the “discovery experiment panel” (DEP). The design is a box panel with an internal crossbar dividing the structure into two unequal bays. The configuration studied in this work is constructed from titanium 6Al-2Sn-4Zr-2Mo (Ti-6242) with all-around thicknesses of 50 mil (1.27 mm), and is bolted to the underlying test fixture along the bottom edges of the panel. The basic configuration of the panel, shown in Figure 1, was influenced by earlier work from Culler and McNamara [3], with the asymmetric two-bay design suggested by Dr. S. Michael Spottswood of AFRL. A key advantage of the stiffened design as opposed to a purely flat panel is that the two-bay model exhibits thermal buckling in relatively low-order modes, whereas a uniform panel displays very high-order buckling shapes that may be difficult to predict accurately or use for validation purposes. To bias the DEP toward a known buckled state, a biasing spring can be added to either the small or the large bay to induce an initial deflection before thermal buckling occurs. Further description of the planned test hardware and objectives can be found in Shah et al. [23].

![Figure 1: Geometry and mesh of the discovery experiment panel. The bias spring element is visible in the interior of the large bay.](image)

To support the design of the test article, ATA has also developed a reduced-order/reduced-fidelity ATE simulation framework using piston theory aerodynamics and Eckert’s reference enthalpy to provide aerodynamic pressure and heating rates to the Abaqus FEM. While the reduced-fidelity framework is computationally efficient enough to analyze a quasi-static ATE response within a matter of minutes, it still requires tens of hours per dynamic analysis—too slow for flutter boundary determination in the design phase. To obtain flutter boundaries within a reasonable amount of

†† LOCI/CHEM is an open-source Navier–Stokes solver developed at Mississippi State University.
‡‡ Abaqus is a registered trademark of ABAQUS Inc., in the United States and other countries. SIMULIA is a trademark of Dassault Systèmes or its subsidiaries in the United States and other countries.
time, the piston theory aerodynamic approximations were implemented within a MATLAB routine that solves the structural equations of motion in the modal domain so that suitably long time histories can be evaluated in a matter of seconds. Development of this scientific computing framework has enabled the detailed model reduction study presented in this work.

The questions examined here have informed the process of determining flutter boundaries for the DEP for a range of configurations and flow conditions. It must be emphasized that, although the DEP is used as a relevant example, the objective of this paper is a discussion of model reduction methods for flutter detection, and neither the structural design nor the corresponding responses are representative of final hardware or pretest predictions for the validation program as a whole.

For simplicity, this paper focuses primarily on the aerostructural dynamic problem at the initial room-temperature panel state. At the dynamic timescales of interest, it is typically permissible to neglect thermal effects; the thermal problem can be treated in a quasi-static manner which influences only the base state of the dynamic system. To demonstrate the utility of this conceptual framework, a single example of a fully coupled ATE response is examined in part V, section D.

B. Literature Review

Application of piston theory aerodynamics to flutter problems has a nearly seventy-year history, so only a few recent works most similar to this effort are reviewed here; thorough reviews of panel flutter analysis were conducted by Dowell in 1970 [24], Mei et al. in 1999 [25], and McNamara and Friedmann in 2011 [26]. To further restrict the scope of literature under consideration, works which used a finite element-based structural representation are prioritized over those using analytically derived Galerkin models, which can only be developed for a restricted set of geometries. The ability to model arbitrary structures in a geometrically accurate fashion is critically important for modern design/analysis efforts.

McNamara has extensively studied the hypersonic ATE problem across a wide range of model fidelity levels. Of many possible works, two are highlighted here: a 2010 comparison of various unsteady flow approximations in the hypersonic regime, as applied to a rigid airfoil pitch/plunge model [1], and a 2011 study by Culler and McNamara examining the response of a box panel model [3] in hypersonic flow. The former paper had an objective similar to that of this work, in that it examined the effects of various model forms on flutter boundary predictions, finding that flutter predictions obtained using both second- and third-order piston theory were generally in line with those computed from unsteady CFD. In this paper, instead of varying only the aerodynamic model, various approximations for the structural model are examined as well.

The use of FEM-derived geometrically nonlinear modal models for panel flutter dates back to at least 1994 [27]. To form the NLROM, this and similar work (several more are reviewed in Mei et al. [25]) required access to the internal coding of a nonlinear finite element; such a feature is not available in commercial codes such as Abaqus. Since research-oriented finite element codes are typically not as feature-rich or as extensively validated as their commercial counterparts, this presents a severe limitation on the commercial applicability of the resulting nonlinear models.

An alternative and more recent approach to NLROM generation uses “nonintrusive” methods to construct the nonlinear model based on the inputs and outputs of nonlinear static FEA [16], [14]. Multiple papers authored by Mignolet and others have made extensive use of nonintrusively generated NLROMs for coupled response prediction. Among these, several key works can be sorted by the physical domains considered:

- Dynamic aeroelastic responses in references [28], [29], and [30]
- Unsteady thermoelastic responses in references [31] and [32]
- ATE response in reference [33]

The addition of a reduced thermal basis significantly complicates the process of generating NLROMs, as indicated in the last three works listed above. As such, this work makes no attempt to generate NLROMs that include a thermal basis or the capability to deform with respect to thermal loads. The first three aeroelastic references cited above are quite similar to this paper in terms of the structural modeling approach taken; however, the present work remains distinct in its objective of examining the specific effects of linear/nonlinear structural and aerodynamic modeling on flutter and postflutter analysis.

Finally, a study on aeroelastic stability of a cylindrical structure by Klock and Cesnik [7] comprehensively compared flutter predictions using a FEM and a linear modal model, with third-order piston theory applied in both cases to model the aerodynamics. The basis for comparison was a 1967 experimental effort by Olson and Fung [9], which placed a
copper cylinder in Mach 2 flow. Klock and Cesnik found that both the FEM and modal models generally represented the experimental boundary, with the modal model more accurate overall but the FEM better capturing the destabilizing/restabilizing effects of increasing internal pressure. Again, the present inclusion of nonlinear modal models is a key distinction from that past work.

In summary, this work is distinct from those prior through the intersection of two key features:

- Along with the aerodynamic model, consideration is given to the accuracy of the structural model, which is a ROM derived from a geometrically nonlinear FEM.
- The specific items under study are the effects, both qualitative and quantitative, of these different models on flutter boundary predictions.

C. Organization

The remainder of this paper is organized into five sections. An overview of relevant stability definitions and a brief primer on common stability detection methods is provided in section II. Theoretical development of the aerostructural ROMs is presented in section III. Section IV describes the structural model considered and the flow conditions of interest. In section V, the effects of each model form upon the flutter boundary are examined, along with the influence of each type of model on the predicted domain of attraction and postflutter behavior. Finally, section VI summarizes the work and details some avenues for future investigation.

II. Stability Properties and Their Determination

A. Definitions

A few statements on stability of nonlinear systems are given before proceeding. The definitions and terminology used here are taken from Meirovitch [34]. Stability is discussed in the context of an arbitrary nonlinear system with an equilibrium point $x_0$; departures from this equilibrium are denoted by $u$, with a nonzero initial condition denoted $u_0$. Three relevant definitions are provided:

1. The equilibrium is stable in the sense of Lyapunov if for any arbitrary positive $\varepsilon$ and time $t_0$ there exists a $\delta > 0$ such that if the inequality $\|u_0\| < \delta$ is satisfied, then the inequality $\|u(t)\| < \varepsilon, t > 0$ is implied.
2. The equilibrium is asymptotically stable if it is Lyapunov stable and, in addition, $\lim_{t \to \infty} \|u(t)\| = 0$. The portion of $u$ space characterized by the fact that every motion originated in it is asymptotically stable to $u = 0$ is called the domain of attraction of the equilibrium. If the domain of attraction included the entire $u$ space, then the equilibrium is globally stable.
3. The equilibrium is unstable if for any arbitrarily small $\delta$ with $\|u_0\| < \delta$ we have at some finite time $t_1 > 0$ the situation $\|u(t_1)\| = \varepsilon$

Classical flutter analysis is usually concerned with determining asymptotic stability of the fluid-structural system. Fluttering panels, however, are often stable in the sense of Lyapunov, entering bounded LCO past the flutter boundary rather than failing catastrophically [24]. This behavior is one of the key features of panel flutter and has potential applications for aerostructure design: while asymptotic stability is almost universally preferable to Lyapunov stability, it may be possible to intentionally design structures which respond with low-amplitude LCOs during certain high-intensity portions of a given flight envelope. Such a practice could provide designers greater capability to meet mission requirements without sacrificing performance, mass, or cost targets. Lyapunov-stable behavior of the system under study here is discussed in section V, part C.

Additionally, note that asymptotic stability of an equilibrium point does not guarantee global stability of that point. Determining whether a system’s domain of attraction is large enough to encompass a structure’s reasonable range of
operation can be just as important a task as determining the actual stability of the structure, and it is arguably a more difficult endeavor. The existence of finite domains of attraction for the panel studied in this work is investigated in section V, part D.

B. Stability Determination: A Priori Methods

Various methods exist to evaluate stability of nonlinear systems in an a priori fashion, but perhaps the two most famous are from Lyapunov. Only the first of these—Lyapunov’s theorem on stability in the first approximation or Lyapunov’s first method—is applied in this work. (The use of Lyapunov’s second method for flutter boundary determination of piston theory systems was demonstrated by Parks [35].) Lyapunov’s first method is described below.

First, suppose one linearizes a system about an equilibrium \( \mathbf{x}_0 \) to obtain an approximation of the dynamics in the neighborhood of the equilibrium. The system can be written in first-order form as

\[
\dot{\mathbf{z}} = \mathbf{A}_\mathbf{S} \mathbf{z}
\]  

(1)

where \( \mathbf{A}_\mathbf{S} \) is the time-invariant “state matrix.” Based on its complex eigenvalues, the following statements can be made regarding stability of the linearized system:

1. When all the eigenvalues of \( \mathbf{A}_\mathbf{S} \) have negative real parts, the system is asymptotically stable.
2. When all the eigenvalues of \( \mathbf{A}_\mathbf{S} \) have nonpositive real parts but some of the eigenvalues have vanishing real parts, the system is said to possess critical behavior and may be either stable or unstable.
3. If at least one of the eigenvalues of \( \mathbf{A}_\mathbf{S} \) has a positive real part, the system is unstable.

If either statement (1) or (3) can be made about the system, it is said to possess significant behavior. The theorem of Lyapunov’s first method is stated as follows:

If the variational [linearized] system of equations possesses significant behavior, then the stability characteristics of the linear approximation are the same as for the complete nonlinear equations.

Unstated in the theorem above is an important qualification: as the linearized equations are valid only in some neighborhood of the equilibrium, stability results obtained using Lyapunov’s first method carry no guarantee of global stability, as the domain of attraction for an equilibrium point cannot be ascertained. Although the linearization approach is a powerful tool for stability analysis, this limitation must be appreciated when applying the technique.

An additional consequence of Lyapunov’s first method is that, in theory, the use of a linearized system for asymptotic stability analysis should be precisely equivalent to the use of the full nonlinear equations of motion about an equilibrium. If a nonlinear system indicates instability where the linear system is stable, this simply indicates that one’s initial conditions have surpassed the domain of attraction of the otherwise stable equilibrium point. Consideration of nonlinear terms is only relevant if one wishes to study more intricate aspects of stability, such as the domains of attraction or existence of LCOs. For this application, more sophisticated techniques are needed; for example, the harmonic balance method can be used to determine LCO amplitude, as demonstrated in Kuo, Morino, and Diugundji [36].

Section V, part A, applies Lyapunov’s first method to determine stability of the system in the neighborhood of its equilibria across a variety of flow conditions.

C. Stability Determination: A Posteriori Methods

Lyapunov’s first method is only applicable when a linearization of the full system is available; other a priori techniques require the nonlinear equations of motion in closed form. For other cases, such as when CFD or FEA is used to time-integrate the aerostructural equations of motion, stability identification must be performed in an a posteriori fashion by using the integrated response to ascertain the system’s stability properties.

In this work, an eigensystem realization algorithm (ERA) [37] is used to classify the stability of each nonlinear model examined. The ERA applies the same concept as Lyapunov’s first method—that an equivalent linear system can be used to identify the stability of a nonlinear system—but in an inverse manner, by attempting to fit a linear model to a given nonlinear response history. The eigenvalues identified using the ERA determine the system’s stability precisely as described above. Unlike Lyapunov’s first method, which explicitly guarantees that the linearization is an accurate representation in some small neighborhood of the nonlinear system’s equilibrium, it is up to the analyst to provide the ERA with a response that can be represented within the constraints of a linear system.
Stability identification using an ERA is straightforward from a conceptual standpoint, but in practice, it has some disadvantages. Proper identification requires suitable selection of system initial conditions, outputs, and integration times to ensure that the dynamic behavior of interest is sufficiently captured. Certain types of behavior, particularly LCOs, can give misleading results, since such types of response do not fit within the confines of a linear system’s response. In addition to the cost of numerical integration, additional computational cost is incurred from the identification process itself; these procedures must be performed multiple times to locate the flutter boundary in an iterative manner. Finally, stability identification techniques based on equivalent linear systems relate only to asymptotic stability and cannot be used to gain insight into structural LCO. Despite these shortcomings, a posteriori application of an ERA or a similar technique is the most generally applicable method for identification of coupled numerically integrated nonlinear systems. This fact provides further motivation for the development of closed-form ROMs which can be used to obtain a priori flutter boundaries analytically.

III. Theoretical Model Development

A. Full-Order Co-Simulation

The SIMULIA Co-Simulation Engine provides a capability for multiphysics simulations which leverage Abaqus’ extensive suite of nonlinear structural analysis capabilities. For general analysis of hypersonic structures, the key nonlinearities of interest include temperature-dependent material properties, nonlinear material models, anisotropic materials, detailed radiation models, and geometric nonlinearity. Details of ATA’s work toward full-fidelity simulation of fully coupled hypersonic environments can be found in reference [38]. In the present study, it is only geometric nonlinearity that is of interest. In this context, the aeroelastic equations of motion may be written in the form of the second-order system

\[
M\ddot{x} + K(x)x = f_{aero}(x, \dot{x}; F)
\]

with a structural mass matrix \(M\), displacement-dependent stiffness matrix \(K\), and state-dependent aerodynamic force vector \(f_{aero}\), which is also parameterized by a relevant set of flow conditions \(F\). The vector \(x\) represents displacement from a zero-stress state, and overdots denote time derivatives. The size of the full-order system is denoted by \(n\). Damping in the full-order FEM is not considered. In general, viscous damping will delay the onset of flutter, and its neglect can be considered a conservative approximation, although this is not true of all types of damping models [24].

To validate the application of piston theory as a fluid surrogate in hypersonic panel flutter investigations, full-order transient fluid-structure interaction (FSI) simulations of the DEP in a Mach 4 flow were conducted using ATA’s multiphysics framework. The nonlinear structural response of the panel was simulated using Abaqus and the compressible high-speed flow was predicted using LOCI/CHEM. The two solvers are coupled using the SIMULIA Co-Simulation Engine and make up part of the ATA multiphysics framework. The flow domain, shown in Figure 2, contains a rigid wedge panel holder to which the DEP is affixed.

Figure 2: Side view of the three-dimensional flow domain and summary of boundary conditions for full-order FSI simulations.
For the flutter boundary study, the freestream temperature and Mach number were fixed at 207.6 K and 4.0, respectively, and the freestream pressure was set to 20 kPa to 30 kPa, and 50 kPa for three separate simulations. The fluid motion was modeled with the compressible unsteady Reynolds-averaged Navier–Stokes (RANS) equations employing the Menter SST turbulence model. The fluid initial condition was established by a steady-state solution of the flow over the wedge and rigid flat panel. The initial condition of the flexible panel was established with the panel biased slightly upward into the flow due to compression of the DEP bias spring. The initial condition for the dynamic FSI simulations was found by finding the steady-state fluid-structure solution of the biased panel in the Mach 4 flow. The dynamic FSI simulations were advanced using a second-order accurate scheme in which the fluid and structure are marched forward in a tightly coupled lockstep, with data transferred at each time step and fluid subiteration. The time step was set to 100 μs to capture all relevant structural timescales. The flutter simulation was initiated by a perturbation to the biased panel in the form of a 1 ms, 100 Pa pressure perturbation on the wetted surface of the panel. As previously discussed, an ERA was used to identify equivalent eigenvalues of the coupled system; the results are compared to piston theory approximations in Figure 4.

B. Piston Theory Aerodynamics

To reduce the computational cost of the CFD simulation performed above, a variety of unsteady aerodynamic approximation methods are available for hypersonic flows. This work focuses on piston theory, one of the most common and most accurate methods available [1]. Piston theory as an approximation to hypersonic aerodynamics was initially proposed by Lighthill in 1952 [39] and has been applied extensively since that time. The most basic statement of piston theory gives the local unsteady pressure \( p(x, t) \) as a “simple wave” solution based on a local normal velocity \( v_n(x, t) \), where \( x \) is the horizontal coordinate and \( t \) represents time:

\[
\frac{p(x, t)}{p_\infty} = \left[ 1 + \frac{\gamma - 1}{2} \left( \frac{v_n(x, t)}{a_\infty} \right)^2 \right]^{\frac{2}{\gamma - 1}} \tag{3}
\]

The freestream flow quantities are static pressure \( p_\infty \) and speed of sound \( a_\infty \); the ratio of specific heats in the fluid is \( \gamma \). Lighthill showed that a better compromise between the simple wave solution and the potentially more accurate (but more complicated) shock-expansion solution was a third-order expansion of Equation (3):

\[
\frac{p(x, t)}{p_\infty} - 1 \approx \gamma \left( \frac{v_n(x, t)}{a_\infty} \right) + \frac{\gamma(\gamma + 1)}{4} \left( \frac{v_n(x, t)}{a_\infty} \right)^2 + \frac{\gamma(\gamma + 1)}{12} \left( \frac{v_n(x, t)}{a_\infty} \right)^3 \tag{4}
\]

This “third-order piston theory” is the most commonly recognized form. If only the linear or the quadratic terms in \( v_n \) are retained, one obtains “first-order” or “second-order” variations. There is some question as to whether second-order or third-order expansions are preferable; however, it is well known that the first-order expansion is only valid at angles of incidence extremely close to zero.

Regardless of the evaluation order of the piston theory pressure, the normal velocity is defined as

\[
v_n(x, t) = \frac{\partial y(x, t)}{\partial t} + V_\infty \frac{\partial y(x, t)}{\partial x} \tag{5}
\]

where \( x \) and \( y \) are the horizontal and vertical spatial coordinates, \( \frac{\partial y(x, t)}{\partial x} \) is the “downwash velocity” resulting from structural motion, and \( V_\infty \frac{\partial y(x, t)}{\partial t} \) is the “incident velocity” resulting from an incidence angle of the structure to the flow. Piston theory is only considered valid when all local normal velocities remain below the freestream speed of sound. Usually, it is a “large” angle of incidence that will cause the approximation to break down; at a freestream Mach number of 4, for instance, an incident angle of just 15 degrees leads to a predicted normal velocity of 1.07 times the speed of sound, invalidating the theory. As such, piston theory is only a valid approximation over portions of a hypersonic vehicle that are nearly parallel to the flow.

Equation (4) can be easily used to apply loading to the surface facets of a FEM on an element-by-element basis. An Abaqus VDLOAD user-defined function (UDF) was written to perform this procedure during an Abaqus/Explicit dynamic analysis, to provide full-order validation of the ROMs based on piston theory aerodynamics. The mathematical representation of this procedure is given by Equation (6).

\[
M \ddot{x} + K(x)x = f_{piston}(x, x; F) \tag{6}
\]
### C. Vectorized Piston Theory and Aerodynamic Linearization

The first step in moving from full-order representations to ROMs is to introduce the concept of linearization about a base state, which is a feature built into many finite element programs, including Abaqus. This concept is extremely useful: even in a very complicated analysis setting which considers multiple types of nonlinearities, the linearized modes of the structure can be computed at an arbitrary model state to evaluate the dynamic stability or response to small perturbations. The process of base state linearization is equivalent to the first step toward the application of Lyapunov’s first method; the resulting linear system can be used to assess stability of the nonlinear equilibrium point. Once a model has been linearized about a displacement state \( x_0 \), the resulting equation of motion is written

\[
\mathbf{M}\ddot{u} + \mathbf{K}(x_0)u = \mathbf{f}_{\text{piston}}(u, \dot{u}; \mathbf{F})
\]

(7)

with departures \( u \) from the equilibrium displacement. The piston theory expressions to follow are written in terms of this perturbed displacement. It should be understood that the piston theory force itself is also modified to correspond to the base state linearization; the base state aerodynamic force must be subtracted from the right-hand side of the system to maintain equilibrium. All linearizations are performed from a static equilibrium obtained using piston theory aerodynamic forces rather than those obtained from CFD.

The normal velocity in Equation (5) hides several nonlinearities within its definition. For efficiency of numerical integration within scientific computing environments such as MATLAB or Python, the normal velocity\(^\text{43}\) at each element can be linearized and written in a vectorized form as

\[
v_n = M_\infty \theta_0 + M_\infty A u + \frac{1}{a_\infty} B \dot{u} = v_0 + v_e
\]

(8)

where the initial incident velocity, \( v_0 = M_\infty \theta_0 \), depends on an array of initial incident facet angles in \( \theta_0 \). An array of pressure ratios can be represented using the function \( c_p(v_n; F) \). These pressure ratios can be premultiplied by an aerodynamic influence matrix \( D \), which is constructed by considering the element normal vectors and areas to obtain \( f_{aero} = p_\infty D c_p(v_n; F) \) for a given choice of aerodynamic pressure function.

When third-order piston theory is used to provide the aerodynamic pressures, the full-order linearized system becomes

\[
\mathbf{M}\ddot{u} + \mathbf{K}(x_0)u = p_\infty \gamma D \left\{ v_n \circ \left[ 1 + \frac{\gamma + 1}{4} v_n \circ \left( 1 + \frac{1}{3} v_n \right) \right] - v_0 \circ \left[ 1 + \frac{\gamma + 1}{4} v_0 \circ \left( 1 + \frac{1}{3} v_0 \right) \right] \right\}
\]

with the (\( \circ \)) operator denoting the Hadamard (elementwise) product and \( 1 \) denoting an appropriately sized vector of ones. The nonlinear force at equilibrium corresponding to the equilibrium normal velocity array \( v_0 \) is subtracted from the right-hand side of the equation to reflect that these forces are built into the equilibrium equations of motion.

Though the structural expression is linear, the aerodynamic forces remain nonlinear. If the right-hand side of the equation is linearized, stability of the system can be calculated directly by evaluating the eigenvalues of the corresponding first-order state matrix. Linearizing Equation (9) with respect to the perturbation states results in

\[
\mathbf{M}\ddot{u} + \mathbf{K}(x_0)u = p_\infty \gamma D \left[ 1 + \frac{\gamma + 1}{2} v_0 \left( 1 + \frac{1}{2} v_0 \right) \right] \left[ M_\infty A u + \frac{1}{a_\infty} B \dot{u} \right]
\]

(10)

To maintain a matrix form of the equations with respect to the perturbations in \( v_e \), the identity matrix \( I \) and a diagonal matrix \( V_0 = \text{diag}(v_0) \) are used in Equation (10). Contrast this with the expression for first-order piston theory, which results in a linear system with no further modification:

\[
\mathbf{M}\ddot{u} + \mathbf{K}(x_0)u = p_\infty \gamma D \left[ M_\infty A u + \frac{1}{a_\infty} B \dot{u} \right]
\]

(11)

This linearization procedure was first described in 1962 [40] and has been implemented in at least one commercial aeroelasticity code (Nastran, as described in reference [41]). However, the use of linearized third-order piston theory is not apparent in recent literature on the topic of hypersonic aeroelasticity. Further investigations toward the utility of the linearization procedure in flutter boundary prediction were performed in reference [42]. As seen below, the linearized expressions are entirely sufficient for predicting the same asymptotic flutter boundary as nonlinear piston theory.

\(^{43}\) In an abuse of nomenclature, the “normal velocities” in Equation (8) are actually normalized with respect to \( a_\infty \), simplifying the resulting expression for piston theory pressures.
D. Modal Reduction

Once the aerodynamics can be evaluated quickly, the structural problem becomes a bottleneck: While linearization of the structure greatly reduces the computational cost associated with model assembly and iterative solution procedures, the cost of a linear solution for a large structure is still quite high due to the small time steps and large solution costs associated with such models. A modal reduction dramatically lowers the order of the equations of motion by specifying \( \mathbf{u} = \Phi \mathbf{q} \), with the size \( n \times m \) modal matrix \( \Phi \) transforming the \( m \) modal coordinates \( \mathbf{q} \) to physical displacements (for a useful reduction, \( m \ll n \)). The modal matrix is determined via solution of the generalized eigenvalue problem,

\[
[K(x_0) - \omega^2 M]\phi_i = 0
\]

where \( \Phi = [\phi_1 \phi_2 \ldots \phi_m] \) is normalized such that \( \Phi^T \Phi = I \) and \( \Phi^T K(x_0) \Phi = \Lambda(x_0) \). The inner product through the stiffness matrix is diagonal, with \( \Lambda_{ii} = \omega_i^2 \). To introduce damping into the system, a damping matrix \( Z \) can be introduced, with \( Z_{ii} = 2\zeta_i \omega_i \) along each diagonal entry. The damping ratio \( \zeta_i \) can either be measured from dynamic test or estimated as a value on the order of one percent. In this work, no consideration is given to damping in the structure.

An alternative modal reduction can be obtained by including the linear aerodynamic contributions to damping and stiffness in the eigenvalue problem. However, these matrices are not, in general, symmetric; as a result, the classical modal decomposition shown above is not applicable. This feature of the system can be treated by casting the system into state-space form and performing a non-obvious rearrangement of the left and right eigenvectors, as shown by Patil [43]. This approach was applied to the present problem in reference [42] but is beyond the scope of this paper; only the classical modal reduction is considered here.

Depending on the form of the aerodynamic forcing selected, two types of ROMs using linear structural representations can be written:

\[
\ddot{q} + \Lambda(x_0)q = p_{ao} \gamma \Phi^T D \left\{ v_n \circ \left[ 1 + \frac{\gamma + 1}{4} v_n \circ \left( 1 + \frac{1}{3} v_n \right) \right] - v_0 \circ \left[ 1 + \frac{\gamma + 1}{4} v_0 \circ \left( 1 + \frac{1}{3} v_0 \right) \right] \right\}
\]

(13a)

\[
\ddot{q} + \Lambda(x_0)q = p_{ao} \gamma \Phi^T D \left\{ I + \frac{\gamma + 1}{2} v_0 \left( 1 + \frac{1}{2} v_0 \right) \right\}[M_{ao} \Lambda \Phi q + \frac{1}{a_{ao}} B \Phi q]
\]

(13b)

In Equation (13a), the use of the modal states \( \mathbf{q} \) and \( \dot{\mathbf{q}} \) is implicit, whereas their inclusion in Equation (13b) is explicit.

E. Nonlinear Reduced-Order Models

For thin plate and beam structures, assumptions of linearity begin to break down once displacements as low as 50% of the thickness are achieved. At full order, the linearized restoring force \( K(x_0)\mathbf{u} \) may be augmented by a nonlinear function of the displacements \( f_{nl}(\mathbf{u}) \). Explicitly describing such a function in the full-order FEM is not practical, but in the reduced modal space, a vector function \( \theta(\mathbf{q}) \) can be represented as a polynomial in the modal coordinates, with the \( r \)th term given by

\[
\theta_r(q) = \sum_{i=1}^{m} \sum_{j=1}^{m} A_{r,ij} q_i q_j + \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{k=1}^{m} B_{r,ijk} q_i q_j q_k
\]

(14)

The coefficients of this function are specified using a series of nonlinear static finite element solutions, as detailed in reference [44]. The number of static load cases required to specify the NLROM grows with either the cube or the square of modes in the basis, depending on the identification method selected. For models including just a few modes (i.e., fewer than ten), the construction costs are trivial compared to even a single time integration of the full-order equation of motion.

The resulting nonlinear modal equation of motion is a simple modification of Equation (13a):

\[
\ddot{q} + \Lambda(x_0)q + \theta(q) = p_{ao} \gamma \Phi^T D \left\{ v_n \circ \left[ 1 + \frac{\gamma + 1}{4} v_n \circ \left( 1 + \frac{1}{3} v_n \right) \right] - v_0 \circ \left[ 1 + \frac{\gamma + 1}{4} v_0 \circ \left( 1 + \frac{1}{3} v_0 \right) \right] \right\}
\]

(15)

While linearized piston theory could also be used in conjunction with a structural NLROM, such an approach offers little practical benefit since the equations of motion must still be numerically integrated due to the presence of a nonlinear restoring force. To reduce the number of comparisons necessary in the results below, only the model form using both nonlinear structural and aerodynamic terms is considered.
F. Consolidation

The various numerical models under consideration are presented in Table 1 and summarized in the list below.

- **Abaqus/CFD**: Full-order evaluation of the nonlinear structural model with the SIMULIA Co-Simulation Engine used to couple time-accurate CFD results to structural deformations and velocities. Costly evaluation (tens of hours wallclock time/thousands of hours CPU time); infeasible for flutter boundary prediction. Dynamic integration of the FEM was conducted using the Abaqus/Standard implicit code, which is unconditionally stable and allowed the use of a relatively large time increment of 100 µs to minimize the required number of CFD evaluations.

- **Abaqus/UDF**: Full-order explicit dynamic evaluation of the nonlinear structural model with piston theory aerodynamics computed on an element-by-element basis via a user-defined subroutine. Moderately costly evaluation (tens of minutes); unwieldy for flutter boundary prediction. In this case, dynamic integration of the FEM was performed using the conditionally stable Abaqus/Explicit code, which is computationally efficient on a per-time-step basis but requires extremely small time steps on the order of 100 ns to maintain computational stability.

- **L-3P**: Linear structure; third-order piston theory. Time histories simulated by numerical integration, with flutter boundary located iteratively based on multiple numerical integrations. Efficient evaluation (tens of seconds) and low boundary prediction cost (several minutes). This model was integrated using the trapezoidal Newmark-\(\beta\) method with zero numerical damping and a fixed time increment of 500 µs.

- **L-LP**: Linear structure; linearized (third-order) piston theory. Unforced time histories available in closed form and boundary prediction based on eigensolutions of the modal system matrices (negligible cost for low-order modal models.) Where necessary, time responses were obtained using MATLAB’s `lsim` procedure, which uses analytical relations to obtain the response of linear systems.

- **NL-3P**: Nonlinear structure; third-order piston theory. Building a structural NLROM using Equation (14) requires hundreds or thousands of nonlinear static procedures which may take minutes or hours to compute. Once the NLROM is computed, time histories and flutter boundaries are simulated/located numerically as in the L-3P case, in a matter of seconds/minutes using the same integration scheme as the L-3P model.

<table>
<thead>
<tr>
<th>Description</th>
<th>Designation</th>
<th>Eq. No.</th>
<th>Rough Wallclock Time per Integration [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-order FEM coupled to CFD</td>
<td>Abaqus/CFD</td>
<td>(2)</td>
<td>(10^5)</td>
</tr>
<tr>
<td>Full-order FEM coupled to nonlinear piston theory</td>
<td>Abaqus/UDF</td>
<td>(3)</td>
<td>(10^3)</td>
</tr>
<tr>
<td>Linear ROM; nonlinear piston theory</td>
<td>L-3P</td>
<td>(13a)</td>
<td>(10^0)</td>
</tr>
<tr>
<td>Linear ROM; linearized piston theory</td>
<td>L-LP</td>
<td>(13b)</td>
<td>(10^{-1})</td>
</tr>
<tr>
<td>NLROM; nonlinear piston theory</td>
<td>NL-3P</td>
<td>(15)</td>
<td>(10^0)</td>
</tr>
</tbody>
</table>

Integration times presented in Table 1 are approximate and intended for reference only; the actual computational cost of integration will depend upon model size, period of integration, and number of modes retained in the ROMs. Note that the Abaqus/CFD computations were carried out using 1,100 CPUs for CFD computation and a single CPU for the Abaqus FEA calculations. While aerodynamic calculations accounted for the vast majority of CPU time, the ability of CFD codes to scale very well in parallel computations meant that the structural calculations accounted for 80% of wallclock time. Even assuming a very generous factor of 10 speedup in the Abaqus calculations with the structural computations performed in parallel, one should expect the structural portion of this problem to account for roughly a third of the wallclock time, with that proportion increasing as further CPUs are made available for the CFD solver.
IV. Structural Model and Flow Conditions

A. Description
The structural test article of interest is a two-bay box panel loosely based on a previous numerical study performed by Culler and McNamara [3]. This specific configuration was proposed initially by Dr. S. Michael Spottswood of AFRL. Leaving aside the specifics of attachment to the tunnel apparatus, the panel is 12 inches by 20 inches in dimension with a height of 1.5 inches. A 0.5 inch cross-rib is located one-third of the way down the panel, with the smaller of the two bays oriented in the direction of incoming flow. The nominal panel thickness is 50 mils (1.27 mm), and the current material selection is Ti-6242 alloy. The geometry and mesh are shown in Figure 1.

Once the panel temperature increases by 50–100 °F, both bays of the panel enter a buckled state; these temperatures occur within seconds of tunnel entry. Preliminary simulations indicated that the global buckling of the panel was unpredictably influenced by various model parameters and would likely be dominated by manufacturing imperfections in the physical test article. To provide a predictable buckled state for co-simulation verification, certain versions of the design included a bias spring added to the interior of the large bay, providing a slight upward force at room temperature. The spring used for this work has a rate of 10 pounds per inch and, when the panel is perfectly flat, an initial compression of 0.5 inch. In all simulations, the panel first comes to its static equilibrium before the flow is activated in a follow-on step.

The finite element mesh consisted of 8,788 nodes and 8,626 four-node reduced integration shell elements (S4R in Abaqus nomenclature). Only the 6,222 elements on the top panel surface are included in the aerodynamic calculation. For aeroelastic simulations, the “general shell section” property was used to specify shell element behavior, and the more computationally intensive through-thickness integration process, with three points per node, was used for the ATE test case. The panel boundary is fully fixed at each node along the bottom edge of the side walls; the grounding node of the bias spring is also fully fixed.

For the linear ROMs (L-3P and L-LP), the first twenty normal modes of the panel were retained in the equations of motion. Not all of these modes are equally important to modeling the aeroelastic behavior of the panel; after initial study, a smaller set of five modes were selected for the NLROM, to minimize the construction time of the nonlinear model. For the linear ROM, modes computed at the bias spring equilibrium position were used to represent the structural deformation; for the NLROM, modes at the undeformed state were used. As a result, the NLROM was equilibrated to the bias spring in a reduced modal space, which reduced the accuracy of its initial displacement location (no residual mode was included in the NLROM to represent deflections due to the bias spring.) While this leads to a noticeable offset of the NL model parameters and would likely be dominated by manufacturing imperfections in the physical test article.

Further details on the selection of these modes and construction of the NLROM are presented in the appendix.

B. Flow Conditions
The target facility for DEP testing is a Mach 4 continuous-flow tunnel with high-temperature flow capabilities. At Mach 4, true pressure/temperature curves corresponding to standard atmosphere tables can be maintained up to at least 130,000 feet; more severe conditions are also available up to a maximum total pressure $p_T$ of 100 psi (689 kPa) and total temperature $T_T$ of 1,400 °F (1030 K). Under thermally perfect assumptions (an ideal gas with no variation in specific heats as a function of temperature), total conditions (or “stagnation” conditions) are related to the static freestream conditions as

$$\frac{T_T}{T_\infty} = (1 + \frac{\gamma - 1}{2} M_\infty^2)^\frac{\gamma}{\gamma - 1}$$

(16)

$$\frac{p_T}{p_\infty} = \left(\frac{T_T}{T_\infty}\right)^\frac{\gamma}{\gamma - 1}$$

(17)

The baseline flow condition for the bulk of DEP analysis work has been a 70,000 foot true pressure/temperature condition, with $p_T = 100$ psi (689 kPa) and $T_T = 1,100$ °F (870 K). As shown below, there is no risk of unheated panel flutter at these conditions. For the remainder of this paper, the baseline pressure is adjusted to a static value of $p_\infty = 20$ kPa. The baseline temperature conditions remain unchanged but enter the analysis only through the freestream speed of sound $a_\infty = 288.8$ m/s. The baseline Mach number also remains $M_\infty = 4$ and, for air, the standard specific heat ratio $\gamma = 1.4$ is used.
C. Representative Time Integration
To verify the correctness of each model form involving piston theory, the last four model types in Table 1 were integrated over a period of 0.25 second for comparison. The Abaqus model was linearized at the baseline flow condition using a 20 kPa static pressure; for the dynamic simulation, the freestream static pressure was instantaneously adjusted to 30 kPa to induce a response. The resulting displacement time histories are shown in Figure 3, with the response of the large bay midpoint shown. All displacement plots to follow track the large bay midpoint displacement as well.

![Figure 3: Representative time integration of a dynamic response using all four piston-theory-based models in Table 1. The displacement response of the DEP large bay midpoint is depicted. Solutions initiated from the 20 kPa equilibrium point after a step change in freestream pressure to 30 kPa.](image)

Both the L-LP and L-3P variants, using linear structural models, match the Abaqus results almost precisely over the entire time history—clearly, nonlinear structural effects are not important for this particular response. As discussed above, the NL-3P model has an initial offset and, since it includes only five basis vectors, yields a somewhat different response than the other models. The overall dynamics remain similar, however.

The Abaqus/CFD response does not bear a strong resemblance to the piston theory approximations in terms of a time history. The dynamic characteristics of this model are compared to its piston theory counterparts below.

V. Stability Boundary Effects

A. Linear Flutter Boundary
For the case of the linearized L-LP system, flutter onset can be determined by converting the second-order Equation (13b) to a first-order system. Rewriting Equation (13b) in continuous time state-space notation per the form of Equation (1) results in

$$\begin{bmatrix} \dot{q} \\ \ddot{q} \end{bmatrix} = \begin{bmatrix} 0_{m \times m} & I_{m \times m} \\ -\Lambda + \bar{K} & \bar{C} \end{bmatrix} \begin{bmatrix} q \\ \dot{q} \end{bmatrix}$$

Eigenvalues of the state matrix \(A_S\) determine stability of the system. The two additional matrices used above are the reduced aerodynamic stiffness \(\bar{K}\) and reduced aerodynamic damping \(\bar{C}\).

$$\bar{K} = \frac{p_\infty M_\infty}{\alpha_\infty} \Phi^T D \left[ 1 + \frac{\gamma + 1}{2} V_0 \left( 1 + \frac{1}{2} V_0 \right) \right] \Lambda \Phi$$

$$\bar{C} = \frac{p_\infty \gamma}{\alpha_\infty} \Phi^T D \left[ 1 + \frac{\gamma + 1}{2} V_0 \left( 1 + \frac{1}{2} V_0 \right) \right] B \Phi$$
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For the remaining model forms, dynamic characteristics were identified a posteriori using an ERA, as discussed in section II part C. The algorithm was instructed to identify four dominant modes from the response, based on the displacement time histories from the midpoint of the panel’s large and small bay.

B. Boundary Comparisons

First, the level of agreement between CFD and piston theory is assessed. Responses from ten Abaqus/UDF and three Abaqus/CFD simulations were used to plot identified frequencies and damping ratios as a function of static pressure. To better understand the structure of the results, a large number of L-LP frequency and damping results were also computed to form a set of continuous frequency/damping curves across the pressure sweep. The identified system properties are shown in Figure 4.

![Figure 4: Linearized L-LP frequency (top) and damping ratio (bottom) as a function of static pressure, along with results corresponding to ten Abaqus/UDF and three Abaqus/CFD simulations.](image)

Agreement between CFD and piston theory is not particularly good in this case. The L-LP model predicts a flutter boundary of 37.5 kPa, whereas the Abaqus/UDF boundary lies somewhere between 40 and 45 kPa. However, the Abaqus/CFD model did not flutter at 50 kPa, although a clear upward trend in the identified damping ratios is observable. Sufficient computer time to run a 60 kPa Abaqus/CFD co-simulation could not be obtained in time for submission of the paper.

On the other hand, the piston theory model does accurately represent the convergence of modes 2 and 3, which is observable in all three model forms plotted above. The disagreement between piston theory and CFD in this case is likely due to three-dimensional effects on the panel, which cause flow to spill outward and produce unmodeled forces on the panel surface that cannot be predicted by piston theory aerodynamics. The objectives of the paper are not largely influenced by these effects: piston theory is intended to be used as an approximation, and, to the extent that it is able to quickly predict conservative flutter boundaries for the DEP, it remains a useful model.

With an evaluation of piston theory for this problem complete, the various model forms can be compared. The L-3P and NL-3P models were evaluated at 100 pressure locations; the identified frequency and damping values are shown in Figure 5. The Abaqus/UDF and L-LP system properties are retained, although the Abaqus/CFD results are removed.
Figure 5: Frequency (top) and damping (bottom) behavior vs. static pressure. The L-3P, L-LP, and NL-3P results align almost perfectly until well beyond the asymptotic flutter boundary.

Below the asymptotic flutter boundary, all three reduced model forms agree almost precisely. The only notable discrepancy comes from the NL-3P model; as discussed, this model only uses five structural modes and yields a somewhat lower flutter boundary as a result. As expected from Lyapunov’s first theorem, the linearized model possesses the same asymptotic stability characteristics as the nonlinear systems.

Past the flutter boundary, the properties diverge. Since the ERA is attempting to fit nonlinear responses within the framework of linear systems, the results are of only limited value; however, it is evident that the L-3P behaves in a fashion more similar to the linear system over a greater region of the pressure range. In particular, the identified frequencies stay relatively constant, and the damping ratios continue to track the L-LP branch until roughly 50 kPa. The Abaqus/UDF and NL-3P results, on the other hand, indicate a slight climb in identified frequency along with a near-zero damping ratio past the flutter boundary. The near-zero damping ratio is indicative of an LCO since the ERA interprets the constant-amplitude oscillation as an undamped mode.

C. Postcritical Behavior

As expected, nonlinear model forms provided no useful information toward determination of the flutter boundary when compared to the fully linearized L-LP system. Postcritical behavior is an entirely different matter. Abaqus/UDF, L-3P, and NL-3P time histories computed using static pressures of 30, 50, 60, and 75 kPa are compared in Figure 6. The L-LP model is omitted, as it performs identically to the nonlinear model forms for the stable 30 kPa case but exponentially diverges for the three postcritical cases, obscuring the other results.
Figure 6: Comparison of Abaqus, L-3P, and NL-3P results over a 0.25 second simulation window at a stable static pressure of 30 kPa and three postflutter static pressures of 50, 60, and 75 kPa.

The Abaqus/UDF model enters a stable, fairly regular LCO which increases in amplitude as the pressure rises. At 50 kPa, the NL-3P model matches this response quite well; as the pressure increases above 60 kPa, the agreement deteriorates, appearing quite poor at 75 kPa. The L-3P model, on the other hand, disagrees entirely in the postflutter region. The structural response is far too large, and while the nonlinear aerodynamic terms do lead to an LCO, its amplitude and mean value are significantly different from the actual LCO equilibrium. At 75 kPa, the L-3P integration fails entirely, due to the large oscillation levels of the system. In this case, including nonlinear piston theory without also adding in a nonlinear panel model is not worth the extra computational cost of nonlinear integration and system identification.

A more systematic comparison of the NL-3P model’s effectiveness was performed in an ad hoc manner by computing the root mean square (RMS) response of the latter half of each postflutter time history from the Abaqus/UDF and NL-3P results and scaling by a factor of $\sqrt{2}$ to estimate the peak displacement level of the LCO. LCO frequency estimates were obtained by performing a Fourier transform of the same portion of the time history and noting the frequency that corresponded to the peak Fourier coefficient. The results of this procedure are shown in Figure 7.
As demonstrated in Figure 6, the models agree fairly well up to roughly 60 kPa, a pressure 60% larger than the L-LP asymptotic flutter boundary (though only 40% larger than the Abaqus/UDF flutter boundary). Beyond this level, the amplitude predictions remain somewhat accurate, although the LCO frequencies become much less reliable, jumping between the mode 2/3 value near 200 Hz and a spurious 500 Hz frequency; this additional high-frequency component of the response is also observable in the 75 kPa result of Figure 6.

These discrepancies aside, the NLROM dramatically increases the post-flutter accuracy of the ROM, providing the only model form in which it can accurately and efficiently perform calculations beyond the flutter boundary. It is likely that an NLROM tuned to provide accurate responses at higher displacements, or constructed with additional basis vectors, could match the full-order model up to even higher pressure levels.

D. Aerothermoelastic Application

Results presented to this point have focused only on the aeroelastic panel response. In practice, it is the ATE response that is of interest. Before concluding, a long-term dynamic ATE response is shown, and the utility of the L-LP linearization method is further demonstrated. An intriguing feature of the nonlinear aerodynamic response is also highlighted.

It must be again emphasized that the ATE time history shown here will not be representative of an actual DEP test. In fact, the panel thickness in this case was switched from the nominal 50 mils (1.27 mm) to a thinner value of 30 mils (0.762 mils). The reduced-thickness panel is of academic interest due to its reduced stability margin but of no practical interest as it cannot actually be machined using the desired processes.

The thermal timescale of the thin panel is significantly smaller than that of its thicker counterpart, so a dynamic simulation can feasibly be performed over a roughly ten-second period of transient thermal heating, by which point the panel begins to approach a steady-state temperature. Dynamic coupled temperature-displacement simulations in Abaqus can only be performed using the explicit code, which requires a very small time step (on the order of 100 ns) due to its conditional stability. The use of CFD for computation of aerothermal loads is impractical over the time periods of interest. Instead, the piston theory aerodynamic approximation was coupled to Eckert’s reference enthalpy method [2] to obtain representative heating loads, which were coupled to the surface pressure distribution obtained from piston theory. Due to the added complexity of the reference enthalpy method, the SIMULIA Co-Simulation Engine was used for the additional physics, rather than Abaqus user-defined functions. The dynamic simulation was
carried out over a period of ten seconds, with a 1,100 °F (870 K) stagnation temperature and 100 psi (690 kPa) total pressure specified. Over the course of the simulation, the panel temperature shifts from an initial room-temperature value to an eventual average of roughly 800 °F (700 K). The quasi-static displacement of the panel shifts from a mean displacement of two thicknesses to roughly twelve thicknesses over the same period of time. Temperature-dependent material properties were used for this simulation, with the most relevant effect being a large reduction in elastic modulus at high temperatures.

In addition to the dynamic simulation, a quasi-static coupled temperature-displacement solution was also computed. Both the dynamic and quasi-static responses are shown in the upper pane of Figure 8. To assess the performance of the L-LP linearization procedure, each converged increment of the quasi-static solution was used to compute structural modes, aerodynamic influence matrices, and the resulting system frequencies and damping ratios. The maximum damping ratio at each increment is plotted as a function of time in the lower pane of Figure 8.

![Figure 8](image)

**Figure 8:** (Top): Dynamic and quasi-static coupled temperature displacement ATE solutions over a period of ten seconds. (Bottom): Maximum damping ratio for each converged increment of the quasi-static solution, computed using the L-LP linearization methodology.

The quasi-static solution tracks the backbone of the explicit dynamic solution but gives no indication of the varying stability characteristic of the panel as temperature increases. At roughly eight seconds, the panel enters a high-amplitude LCO; at nine seconds, the quasi-static simulation fails due to a singular stiffness matrix, which denotes a condition of zero natural frequency. The final dynamic instability is likely caused by this reduction in natural frequency, but LCO onset significantly precedes the quasi-static failure point.

Three zones of interest are highlighted for comparing the dynamic results to the L-LP damping predictions. In zone I, a large number of unstable damping points are matched by the short-term period of instability in the full-order response, showing that the linearized system with neglected thermal effects does reflect the stability characteristics of the full ATE system. The same observation can be made in zone II, although the dynamic “instability” is very benign in this case. An apparently spurious prediction of instability is also present at roughly five seconds; this corresponds to a high-frequency mode which does not participate in the response before regaining stability. The disparate levels of response between different unstable regions of the trajectory reinforce the argument for consideration of nonlinear postflutter dynamics.
An area of concern is zone III, where linearization yields no evidence of instability. Because the zone III instability is related to low panel stiffness rather than a classical unstable damping ratio, the linearized detection criteria fail. Indeed, the instability is amplitude-dependent and cannot be exhibited by a linear system. Put another way, the equilibrium is asymptotically stable but possesses only a finite domain of attraction. This can be demonstrated via simulation.

The final converged quasi-static increment was used as a restart point for an Abaqus/UDF, L-3P, and L-LP model. No NLROM was available at this temperature level, so no NL-3P model was used. A slight uniform pressure (100 Pa) was applied to each model for a period of 1 ms to induce an initial response. A second L-3P run was conducted with only a 50 Pa initial pressure applied, resulting in an initial condition reduced by 50%. The results are plotted in Figure 9.

![Figure 9: Demonstration of amplitude-dependent instability at high temperatures/deflections of the ATE model. An Abaqus/UDF, L-LP, and two L-3P responses are shown; the L-3P response with initial conditions cut by 50% remains stable while the L-3P model with full-strength initial conditions diverges.](image)

The Abaqus solution oscillates at low frequency for just over a full period before entering a high-amplitude LCO, as observed in Figure 8. The L-LP model enters a similar low-frequency oscillation but remains stable over the entirety of the response history. Similar behavior is observable in the L-3P solution initiated with 50% strength initial conditions. Critically, though, the same L-3P model is pulled into a severe instability when the initial conditions are increased to full strength and it leaves the stable domain of attraction of the equilibrium.

Such instabilities are not straightforward to treat in an a posteriori manner. If insufficiently large initial conditions are selected, a particular integration will never leave the stable domain of attraction. Even if sufficient energy is imparted into a structure, an initial configuration may be chosen such that the unstable domain is missed. The only reliable way to determine the boundaries of the domain of attraction is through a suitable a priori method using an analytical model. Application of Lyapunov’s second method to this task is a likely candidate for future investigation.

### VI. Summary and Further Work

This work has demonstrated the utility and reinforced the necessity of using nonlinear structural models in conjunction with nonlinear aerodynamics to obtain accurate postflutter behavior of thin panel aerostructures. Including nonlinear aerodynamics when only a linear structural model is available does not provide accurate LCO amplitudes for the structure. On the other hand, if an analyst or designer is interested only in classical asymptotic flutter boundaries, neither nonlinear structural nor aerodynamic effects need be considered, as the linearized system is entirely sufficient for computation of asymptotic stability.

Tempering this statement are results from an ATE case study, which showed that the linearized model could accurately predict moderate-amplitude LCOs during the structure’s thermal transient but missed entirely a highly unstable region caused by high temperatures and large deflections. In this case, linearized analysis failed due to the presence of an amplitude-dependent instability. The existence of such instabilities in this type of system is troubling, as they are potentially difficult to locate using common a posteriori stability evaluation methods for nonlinear dynamic systems. For the case studied in this paper, nonlinear aerodynamics led to the amplitude-dependent instability. In general, however, structural effects such as buckling or snap-through may also cause the structure to depart from a nominally stable equilibrium point.
Several potential areas for future work have been identified. A noticeable discrepancy exists between the flutter boundary predicted using piston theory approaches and the boundary estimated from CFD analysis. To bring the piston theory results into line with those predicted by CFD, a procedure to obtain a CFD-corrected piston theory was convincingly demonstrated in reference [1]. A nonlinear form of corrected piston theory was used in that work; it should be possible to extend the linearization procedure demonstrated in this paper to the CFD correction procedure, obviating the need for numerical integration of the resulting system.

Moving beyond the fully linear setting, it should be possible to use Lyapunov’s second method to obtain a configuration space corresponding to the stable region of attraction of the nonlinear system. In conjunction with asymptotic stability predictions from a fully linearized model, this capability would provide a priori flutter boundaries and knowledge of any amplitude-dependent instabilities across a quasi-static ATE time history without the need for nonlinear structural modeling.

If postflutter response amplitudes are of interest, NLROMs are a necessity for efficient response evaluation. Constructing NLROMs of single structures is a fairly well-understood process (in contrast to nonlinear substructuring, which remains an area of active research). However, no commercially available capability exists to generate NLROMs; the existing codes are academic/research-oriented in nature. Additionally, the generation of NLROMs for thermally deflected structures is difficult and not well understood, although the alternative approach of generating a thermally coupled NLROM that can deflect accurately in response to thermal loads does show promise [33]. Using a thermoelastic NLROM in conjunction with piston theory and Eckert’s reference enthalpy for fully coupled, dynamic ATE response prediction is an application of significant interest.

Finally, even if a structural NLROM is generated and accurate nonlinear aerodynamic loads are provided, the model is of little use if its characteristics cannot be properly and conveniently identified. Various a priori methods exist for the analysis of nonlinear systems. The harmonic balance method, for instance, is a likely candidate. The system examined in this work was used in an exploratory study of numerical continuation methods, with promising results [45]. Work on this area will continue, with the objective of moving from numerical to analytical continuation procedures without loss of predictive accuracy.

Taken together, application of the methods discussed in this paper and postulated above will provide analysts and designers with the ability to make informed choices regarding structure and trajectory for future hypersonic vehicles.
Appendix: Reduced-Order Model Construction

This appendix gives a very brief overview of the construction and validation process used to generate the linear and nonlinear reduced-order models.

Modes of the structure were computed at the dry spring equilibrium and the flow equilibrium positions. This latter set of modes includes geometrically nonlinear effects induced by the external pressure field but does not include any aerodynamic stiffness terms. Since these modes do not contain stiffness contributions from the fluid loading, they are referred to as “flow-loaded” modes rather than “wet” modes. Frequencies and mode shapes for selected modes are shown in Table 2.

The number of structural modes required to obtain an accurate flutter boundary solution was assessed by sequentially computing the flutter boundary using a sequentially increasing number of modes, as depicted in Figure 10. The process was then repeated, including modes according to the order in which they participated in the time integration of Figure 3, based on the RMS value of each modal coordinate. The resulting curve is also shown in Figure 10. Based on these results, five modes were selected for inclusion in the NLROM: modes 1, 2, 3, 5, and 8, as shown in Table 2.

Table 2: Summary of first five aeroelastically important modes. Frequency shifts between dry and flow-loaded modes are reported; the mode shapes in each set are visually indistinguishable from each other.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequencies [Hz]</th>
<th>Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dry</td>
<td>Flow-Loaded</td>
</tr>
<tr>
<td>1</td>
<td>96.5</td>
<td>101.4</td>
</tr>
<tr>
<td>2</td>
<td>166.6</td>
<td>169.1</td>
</tr>
<tr>
<td>3</td>
<td>183.7</td>
<td>184.9</td>
</tr>
<tr>
<td>5</td>
<td>281.61</td>
<td>284.7</td>
</tr>
<tr>
<td>8</td>
<td>390.74</td>
<td>392.5</td>
</tr>
</tbody>
</table>

Some difficulty was encountered in generating an NLROM using the modes at bias spring equilibrium. This may be a result of the spring inducing a fairly benign snap-through behavior in the panel, which is traditionally difficult to model. As such, instead of using the spring equilibrium modes, flat-panel modes were selected as the basis set for the NLROM. These were obtained by eliminating the initial deflection in the bias spring, although the spring stiffness itself was retained in the FEM. Generation of the nonlinear restoring force of Equation (14) required 130 static load cases with five modes included in the nonlinear basis.
Figure 10: Convergence of flutter frequency (top) and flutter pressure (bottom) for the L-LP model at reference Mach and temperature. “Sequential order” indicates that modes were added in order of ascending natural frequency, whereas “Sorted by Participation” indicates that modes were added according to their participation in an L-3P nonlinear time integration, sorted by RMS modal amplitude.

To assess the sufficiency of the mode set selected for the NLROM, a pair of nonlinear normal mode (NNM) backbone curves were computed corresponding to a two-mode and five-mode nonlinear model. The NNM backbone is a set of periodic responses of the nonlinear system, computed at various energy levels [46]. NNMs are a useful method for assessing the convergence of NLROMs, as they provide a load-independent metric for the dynamic nonlinear behavior of the system [47]. Figure 11 depicts the frequency-energy evolution of the NNMs initiating at mode 2, with the deformation plots depicting the change in mode shape as a function of increasing energy. Since the two curves match each other quite well, the nonlinear dynamics of the panel are considered sufficient when modeled using five modes.

Figure 11: Nonlinear normal mode backbone curve for mode 2 of the panel, demonstrating convergence of the NLROM between a two-mode and five-mode model.
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